A Partial Least-Square Approach for Modeling Gene-Gene and Gene-Environment Interactions When Multiple Markers Are Genotyped
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Genetic association studies achieve an unprecedented level of resolution in mapping disease genes by genotyping dense single nucleotide polymorphisms (SNPs) in a gene region. Meanwhile, these studies require new powerful statistical tools that can optimally handle a large amount of information provided by genotype data. A question that arises is how to model interactions between two genes. Simply modeling all possible interactions between the SNPs in two gene regions is not desirable because a greatly increased number of degrees of freedom can be involved in the test statistic. We introduce an approach to reduce the genotype dimension in modeling interactions. The genotype compression of this approach is built upon the information on both the trait and the cross-locus gametic disequilibrium between SNPs in two interacting genes, in such a way as to parsimoniously model the interactions without loss of useful information in the process of dimension reduction. As a result, it improves power to detect association in the presence of gene-gene interactions. This approach can be similarly applied for modeling gene-environment interactions. We compare this method with other approaches, the corresponding test without modeling any interaction, that based on a saturated interaction model, that based on principal component analysis, and that based on Tukey’s one-degree-of-freedom model. Our simulations suggest that this new approach has superior power to that of the other methods. In an application to endometrial cancer case-control data from the Women’s Health Initiative, this approach detected AKT1 and AKT2 as being significantly associated with endometrial cancer susceptibility by taking into account their interactions with body mass index. Genet. Epidemiol. 2008. © 2008 Wiley-Liss, Inc.
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INTRODUCTION

Large-scale genetic association studies offer an unprecedented opportunity to find genes underlying human diseases [Hirschhorn and Daly, 2005; Risch and Merikangas, 1996]. With the availability of single nucleotide polymorphism SNP chip techniques, multiple SNPs are often typed in a gene region. To the extent that these markers, especially tagSNPs that are selected based on the linkage disequilibrium (LD) pattern, are able to capture most of the genetic variance in a population, genetic association studies should achieve a satisfactory coverage of the genomic region, offering new hope to identify important genes underlying complex diseases [Conrad et al., 2006; de Bakker et al., 2006]. Nevertheless, they also pose new challenges. The immediate question is how to handle a large amount of genotype data in the analysis. Another more profound question is related to the consistency of results [Hirschhorn et al., 2002]. It has been suggested that inconsistent results in mapping genes reflect the fact that the influence of a specific gene on the trait usually relies on the genetic and environmental background, including, but not limited to, gene-gene and gene-environment interactions.

Although the potential importance of gene-gene and gene-environment interactions in the etiology of complex diseases has been widely recognized, how to optimally model these interactions when multiple correlated SNP markers are available is not clear. A common approach used in practice simply ignores any interaction, which could result in missing important genes with no, or small,
marginal interactions. An alternative method models all pair-wise interactions. One concern about this approach relates to the large number of degrees of freedom involved in the test statistic, which could result in a severe penalty on the efficiency of detecting association. For example, for two candidate genes with k1 and k2 SNPs typed, respectively, there are potentially k1 × k2 possible pair-wise interactions. Furthermore, an SNP-by-SNP approach to model interaction discards the LD information among SNPs. When the disease variant itself is directly genotyped, this approach may lead to a powerful test. Otherwise, it could be less efficient than an approach that simultaneously takes into account the multiple correlated SNPs.

An ideal approach for modeling gene-gene and gene-environment interactions should be able to make use of all the useful information from multiple SNPs and yet avoid the penalty due to a large number of degrees of freedom. Recently, a procedure based on Tukey’s one-degree-of-freedom (1 df) model for non-additivity was proposed to improve the power of detecting association in the presence of gene-gene and gene-environment interactions [Chatterjee et al., 2006]. This procedure assumes that the SNP marker data, S, are a surrogate for an underlying quantitative biological phenotype and that the mean of this quantitative phenotype can be described by a linear function of S. As a result, a parsimonious model is built up with only one parameter involved in modeling the interactions. This interaction parameter is estimated by searching in a pre-specified region to maximize the association between the gene and the trait. Essentially, this method extracts the genotypic information of multiple SNPs of a gene region as a single component, i.e. the biological phenotype, and this compression process is made possible by using the correlations between the SNPs and the trait values. Because of its parsimony, this procedure has been shown to greatly improve the power to detect association in the presence of interactions. However, SNPs around the causal variant may have no, or small, marginal effects in certain genetic models and therefore the correlations between these SNPs and the trait tend to be small and uninformative for reducing the genotype data. Nevertheless, in this case the gametic disequilibrium (GD) between the two genes (or the association between a gene and an environmental factor) could still be useful. So, a generally powerful approach may be obtained by simultaneously exploiting both the trait-SNP correlations and the GD between the two gene regions or the association between a gene and an environmental factor. (In this paper, for the sake of clarity, we use the general term GD—more fully, gametic phase disequilibrium—for cross-locus associations and reserve the term LD for associations within a gene).

This motivates us to develop a new method for modeling gene-gene and gene-environment interactions. We consider a regression model in which the interaction is modeled by latent components. To extract an informative latent component, multiple SNP data are compressed by simultaneously exploiting both the GD between two gene regions (or the association between a gene and an environmental factor) and the trait information. The latent component is defined to have maximal correlation with both the trait and the SNPs in another gene or environmental factor, and it is obtained by the partial least-square (PLS) algorithm. We simulate case-control data to evaluate the type I error rate and power of this new method. The results demonstrate the superior power of this new method to other approaches, namely the corresponding test without modeling any interaction, that based on a saturated interaction model, that based on a principal component analysis (PCA) of the SNP data, and that based on Tukey’s 1-df model. Finally, we apply this method to the endometrial cancer case-control data from the Women’s Health Initiative (WHI) [1998].

**METHODS**

Consider a case-control design in which a sample of cases (D = 1) and controls (D = 0) is selected from a population. We first consider modeling gene-gene interaction. We assume the disease status depends on two underlying genetic variants, u1 and u2, in two gene regions through a linear model with interaction as given by the following equation:

\[
\logit[\Pr(D)] = \beta_0 + \beta_{11}u_{11} + \beta_{22}u_{22} + \beta_{12}u_{11}u_{22}.
\]  

We assume two sets of SNP markers are genotyped in the two gene regions with genotype values \(S_1 = (s_{11}, s_{12}, \ldots, s_{1k_1})\) and \(S_2 = (s_{21}, s_{22}, \ldots, s_{2k_2})\). The underlying causal genetic variants are not necessarily included in the two sets of observed SNPs. We consider an additive coding scheme in which the genotype value of each SNP can be 0, 1 or 2, corresponding to genotypes aa, Aa and AA. We are interested in modeling the interaction between the two underlying variants with the aim of improving the power to detect association.

To take the interaction between two underlying genetic variants into account in detecting association, a conventional method exhaustively models all pair-wise interactions between the two genes by fitting a logistic regression model of the form:

\[
\logit[\Pr(D)] = \beta_0 + \sum_{j=1}^{k_1} \beta_{1j}s_{1j} + \sum_{j=1}^{k_2} \beta_{2j}s_{2j} + \sum_{j=1}^{k_1} \sum_{j=1}^{k_2} \beta_{12j}s_{1j}s_{2j}.
\]  

We can see that a large number of parameters are used in modeling the interaction between the two genes in this way and therefore the statistic to detect association involves a large number of degrees of freedom. Moreover, although different pairs of SNPs may have quite different information to predict the pair of underlying disease variants, in this method each pair of SNPs is treated equally with 1 df.

**THE TEST BASED ON TUKEY’S MODEL**

To avoid the severe penalty on power from having a large number of degrees of freedom, an efficient approach to model interaction should remove non-informative SNPs or weight each SNP based on its information regarding the interaction effect. One approach relies on the trait information. Given a genetic interaction model with non-negligible marginal effects, it is often assumed that an SNP marker with a larger marginal effect should have a larger interaction effect. In this way, Tukey’s 1-df interaction model can be constructed so that the interaction effect is
proportional to the product of two main effects; these are each described by a weighted sum of all SNPs in a region, with the weights being determined according to the SNP’s correlation with the trait [Chatterjee et al., 2006]. This model can be described by the logistic regression model

$$\logit(\Pr(D)) = \beta_0 + \sum_{i=1}^{k_1} \beta_{1i}s_{1i} + \sum_{j=1}^{k_2} \beta_{2j}s_{2j}$$

$$+ \theta \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} \beta_{1i}\beta_{2j}s_{1i}s_{2j}. \quad (3)$$

Fixing the effects of the SNPs in one gene region, the interaction parameter in this model, $\theta$, can be looked upon as a transformation parameter to remove any removable non-additive effect of the tested gene.

Because of the parsimony of the above model, in the presence of interaction it has major advantages over both the test that does not model any interaction and the test based on model (2). But the gain in power of this approach depends on the assumption that an SNP’s interaction effect on the trait is approximately proportional to its marginal effect on the trait. Hence, we should not expect this approach to be optimal in power when there exist no, or only small, marginal effects.

THE TEST BASED ON PCA

In contrast to the approach based on model (3), the genotype dimension reduction could also rely solely on the genotype data themselves. One common approach is to use PCA. Consider $p$ SNPs in a gene region evaluated on each member of a sample of $n$ persons, so that the multiple genotype values make up a $n \times p$ matrix $S$. The singular value decomposition of $S$ is $S = UDV^T$, where $D$ is a diagonal matrix containing the singular values, and the elements of the column vector $U$ are the principal components (PCs) $U_1, U_2, \ldots, U_p$ (in which $m \leq p$ is the rank of $S$). For the sake of simplicity, here we consider only the first PC, but the method can be easily extended to include more components. Then, a parsimonious interaction model between the two genes can be described by

$$\logit(\Pr(D)) = \beta_0 + \beta_{11}s_{11} + \beta_{22}s_{22} + \beta_{12}s_{11}s_{22}. \quad (4)$$

This model also uses only one parameter, $\beta_{12}$, in modeling the interaction between two genes. Because this PCA depends solely on the genotype data $S$, it can also be used to reduce the dimension for modeling main effects without introducing bias in the subsequent tests [Gauderman et al., 2007]. Here, we focus on modeling the interaction between two genes. The rationale for the test based on PCA is that, if the first few PCs are able to capture most of the variation in the genotype data in the two regions, it may be reasonable to assume that the genotypic variation introduced by the genetic interaction effects is likely to be included in the first few components.

Because the PCA approach characterizes the pair-wise LD pattern of genotype data, though not the correlations of SNPs with the trait, it may be able to detect interactions within a gene that the approach based on the marginal effect of each SNP could otherwise miss. Nevertheless, the PCs are computed solely from the distribution of genotype data and, consequently, the first components may have little necessary relation with the trait. So, the logistic regression based on the first few components, such as model (4), might not always work well in certain LD structures.

We can illustrate this problem with the extreme LD pattern shown in Figure 1. The genotype values for each SNP in a gene region are displayed by a row and the genotype values for an individual are given by a column in Figure 1(A). The three genotype values are coded white (2), gray (1) and black (0). It can be seen that the subset of SNPs labeled “A” has higher genotype values in the first and second blocks of subjects and has lower values in the third and fourth blocks of subjects, whereas the subset labeled “B” has higher values in the first and third blocks and has lower values in the second and fourth blocks. PCA is able to uncover the structure of these genotype data. The first two eigenvalues are 21.82 and 5.09. The set of SNPs (A) that shows the largest variation contributes most to the first PC (Fig. 1(B)). However, in this example the set of SNPs (A) is in fact not informative for detecting association with the trait. So it is necessary to include more than one PC to detect the association. From this fictitious example, we can see that the first PC may explain the genotype data
From the above equation, we can see that the joint effect-of-GD is expected between two causal loci in cases and is given by

$$\Delta^D_{\beta} = \frac{\Delta_1 \Delta_2}{\frac{\Delta_1}{\Delta_2}} \Delta^D_{\gamma}$$

where $\Delta_1$ and $\Delta_2$ are the LD coefficients between the two markers and the two variants, respectively [Zhao et al., 2006]. Similarly, the joint effect of two disease variants introduces cross-locus GD between alleles of the two causal variants and the markers in the controls, but this has an opposite sign, and is given by

$$\Delta^D_{\alpha} = \frac{\Delta_1 \Delta_2}{\frac{\Delta_1}{\Delta_2}} \Delta^D_{\beta}$$

From Equations (5) and (6), we can see that, even when the marginal effects of the causal variants are small, for example, in a cross-over model ($f_{A_1A_2} > f_{A_1A_3}$ and $f_{A_1A_4}$), the cross-locus GD between SNPs in two genes can be large. In a case-control study, especially for rarer diseases, cases are usually over-sampled and the cross-locus GD in controls tends to be closer to the population level and smaller in magnitude. Hence, although cases and controls have opposite signs, we can still expect GD between SNP markers in two gene regions for the whole pooled sample of cases and controls whenever two causal variants have a joint effect on the disease. This suggests that this cross-locus GD between two genes can be a useful alternative source of information to reduce the genotype data for modeling interactions when marginal effects are small. We note that, because this genotype reduction does not make use of disease status information, under the null hypothesis the reduced genotype data are independent of disease status and therefore the subsequent test is still valid [Millstein et al., 2006].

The joint effect of two SNPs may be directly characterized by the LD coefficient. However, the LD coefficients cannot be estimated directly, because the haplotype phase of two SNPs in two genes is unknown. Although the haplotype phase may be inferred, e.g. by the expectation-maximization (EM) algorithm with the assumption that the two SNPs are in Hardy-Weinberg equilibrium (HWE), the sample HWE is likely to be distorted in the regions with causal variants. To avoid such an assumption, the composite LD measures are useful alternatives. The composite LD is estimated simply as half the usual sample covariance of the genotype values and the composite LD correlation is estimated by the sample correlation [Zaykina, 2006].

To incorporate information from the SNP-trait correlation and the cross-locus GD between SNPs in two gene regions in modeling interactions, we here describe a new procedure. Let $S_1$ be an $N \times k_1$ genotypic matrix of $N$ cases and controls and $k_1$ SNPs in the gene region $g_1$, and let $Y$ denote the $N \times 1$ vector indicating disease status. We are interested in detecting association between the gene $g_1$ and disease status. Also, let $S_2$ be the genotypic matrix for another gene region $g_2$. In PCA, the PCs may be defined

rather than the trait and nothing guarantees that the first PC is consistently informative relative to the disease in the various possible LD patterns.
sequentially by
\[
\arg \max_{|w| = 1} \text{var}(S_1w),
\]
where var indicates the variance of the \(N\) sample values that comprise the elements of \(S_1\), and \(\text{arg}\) refers to \(v\), a vector of weights. The first component \(U_1\) is the linear combination that has the maximum variance. As discussed before, PCA maximizes the variance of the linear combination of multiple genotype values and may not necessarily yield a component that is informative for modeling interaction because it ignores the information from \(Y\) and \(S_2\). For this reason, a different criterion is necessary for extracting a component that is informative for modeling interactions. How well this genetic component represents \(u_1\) depends on (1) the magnitude of its correlation with the trait, if there exists a marginal effect of the underlying variant \(u_1\); and (2) the magnitude of its correlation with the SNPs in the other region \(g_2\), if there exists a joint effect of the two causal variants. In other words, a useful component has to be defined on the basis of information from the cross-locus GD between the SNPs in regions \(g_1\) and \(g_2\) and all the marginal correlations between the SNPs and the trait.

Based on the above criteria, we consider another linear combination, \(S_1w\), to represent \(u_1\). Letting \(Z = (Y, S_2)\), which combines vector \(Y\) and matrix \(S_2\), the weight vector \(w\) can be analogously defined by
\[
\arg \max_{|w| = 1} \text{cov}^2(S_1w, Zc)
\]
where \(c\) is the vector of position indices. The absolute value of \(g_{i,j}\) is set to be \(0.95^{1-|i|}\) and the sign of \(g_{i,j}\) is randomly assigned. We assume that the trait variant is located at the first position. Each allele of a haplotype is generated by dichotomizing the marginal normal distribution and the cutoff is determined by the allele frequency. The allele frequency of an SNP is randomly sampled from a uniform distribution between 0.1 and 0.5. This simulation yields correlations between SNPs with absolute values roughly in a range of 0.1–0.75.

The disease status of each subject is simulated based on a dominant inheritance model:
\[
P(D = 1) = \frac{\exp\left(b_0 + b_1I_{u_1} + b_2I_{u_2} + b_3I_{u_1}I_{u_2}\right)}{1 + \exp\left(b_0 + b_1I_{u_1} + b_2I_{u_2} + b_3I_{u_1}I_{u_2}\right)},
\]
where \(I_{u_i}\) and \(I_{u_2}\) are indicator variables for the disease alleles at the two causal loci. We fix the intercept parameter \(b_0\), which corresponds to the probability of disease for a group of subjects who do not carry any disease alleles, to be 0.018. For each replicate, we generate a homogenous study population and then randomly sample a balanced data set with 400 cases and 400 controls.

To evaluate the type I error rate of the different approaches to detect association between \(g_1\) and the disease, we first assume the two genes are independent. We consider two situations: (1) neither \(u_1\) nor \(u_2\) is associated with the disease \(\theta_1 = \theta_2 = 0\) and (2) only \(u_2\) is related to the disease \(\theta_2 = 2, \theta_1 = 0\). Because the derivation of the proposed PLS is based on the assumption of independence of the two genes, we further evaluate the type I error rate of PLS in the presence of various levels of correlation between the two gene regions. To do this we simulate a large set of correlated SNPs as before, in which the two genes are assumed to have a distance between the last SNP of gene 1 and the first SNP.
of gene 2, i.e. $|j - i|$, of 2, 4, 6 and 8. Because in this case the two genes are closely correlated, both genes have to be simulated to be not associated with the disease ($\theta_1 = \theta_2 = 0, \theta_{12} = 0$). For each scenario we use 10,000 replicates to evaluate the type I error rate.

To compare the power of the different methods, we consider three different genetic models. In a multiplicative model, the joint effect of two factors, $u_1$ and $u_2$, is simulated to be the product of their main effects ($\theta_{12} = 0, \theta_1$ and $\theta_2 > 0$). In a purely epistatic model, the main effects of $u_1$ and $u_2$ are simulated to be 0 ($\theta_1 = \theta_2 = 0$) and the joint effect of the two factors is solely determined by the interaction effect ($\theta_{12} > 0$). In a cross-over model, we assume $u_1$ has opposite effects depending on the genotype $u_2$. We fix $\theta_1 = -0.5$ and $\theta_{12} > 0$. We consider two scenarios: (1) the causal variants $u_1$ and $u_2$ are not genotyped, i.e. the first SNP is removed from the analysis; and (2) the causal variants are genotyped, in which case the last SNP is removed from the analysis, so that in each case there are consistently six SNPs (per gene) in the analysis.

**SIMULATION RESULTS: TYPE I ERROR RATE**

Simulations show that the proposed test has good control of the 1% and 5% error rates when the markers in the two genes are independent (Table I). However, we find evidence that the statistic based on a full regression model is anticonservative. Because the number of parameters involved in this method is large, the poor control of the type I error rate of the statistic is likely the result of small sample violations of asymptotic theory. Therefore, we increased the sample size and then found the type I error of the statistic tended to be close to the nominal level.

We further evaluated the validity of PLS when markers in two genes are correlated. This showed that PLS can keep good control of type I error rate even when correlations exists between the two regions. The empirical type I error rates were 0.053, 0.049, 0.048, 0.050 for the distances $|j - i|$ 2, 4, 6 and 8, respectively, at a significance level of 0.05; and 0.011, 0.010, 0.010 and 0.010 at a significance level of 0.01.

**SIMULATION RESULTS: POWER**

Figures 2–4 show the empirical power of different methods for testing association of the disease and the underlying causal variant $u_1$ at a significance level of $\alpha = 0.05$ when the causal variant is not genotyped. Because the test based on a full logistic regression does not have good control of the type I error rate and is generally much less powerful than the other approaches, the results of this approach are not shown.

When the genetic model is multiplicative (Figure 2), the standard main effect logistic regression (main) is most powerful, as expected. However, the proposed approach

| TABLE I. The empirical type I error rates of various methods to detect association of gene 1 at the significance levels 0.05 and 0.01 when two genes are independent |
|-----------------------------------|----------------|----------------|----------------|----------------|
|                                  | $\alpha = 0.05$ | $\alpha = 0.01$ |
|                                  | $\theta_2 = 2$  | $\theta_2 = 2$  | $\theta_2 = 0$  | $\theta_2 = 2$  |
| Main                             | 0.051           | 0.052           | 0.011           | 0.011           |
| Full                             | 0.094           | 0.102           | 0.023           | 0.027           |
| PCA                              | 0.052           | 0.048           | 0.013           | 0.009           |
| Tukey                            | 0.049           | 0.047           | 0.010           | 0.010           |
| PLS                              | 0.051           | 0.049           | 0.011           | 0.011           |

Fig. 2. The empirical power to detect association of the disease with gene 1 under a multiplicative model. The causal variants are not genotyped: (1) the allele frequency of $u_2$ is 0.1 and (2) the allele frequency of $u_2$ is 0.2.

Fig. 3. The empirical power to detect association of the disease with gene 1 under an epistatic model. The causal variants are not genotyped: (1) the allele frequency of $u_2$ is 0.1 and (2) the allele frequency of $u_2$ is 0.2.
methods as a function of
Figure 4 shows the empirical power of the various
et al. [2006] in examining the power of Tukey’s approach.
power is larger, which was also observed by Chatterjee
because of the modest marginal effects, the main effect
DSM. The causal variants are
not genotyped: (1) the allele frequency of \(u_2\) is 0.1 and (2) the
allele frequency of \(u_2\) is 0.2.

(PLS), the score test based on the first PC, and the score
test based on Tukey’s 1-df model (Tukey) have only
lightly less power than the main effect logistic regression
model, because only 1 df is unnecessarily used for
modeling interaction. In contrast, the logistic regression
model with full pair-wise interactions between two SNPs
in two genes significantly loses power because of the
penalty on the power owing to the large number of
degrees of freedom for modeling interactions (data not
shown). We can also see that, because we use a likelihood
ratio test rather than a score test, there are minor
differences in power among PLS, PC and Tukey’s method.
When the underlying genetic model is purely epistatic
(Figure 3), the new approach clearly has the best
performance among all approaches. The full logistic
regression again has the worst performance. Interestingly,
we can see that the PC and Tukey approaches have power
very similar to that of the main effect logistic regression
model. The power of a test statistic that models interac-
tions depends on a trade-off between the number of
degrees of freedom and the interaction effects of the SNP
markers. As the correlations between the underlying
disease variants and the genotyped SNPs are moderate
in this simulation, the interaction effects of the SNP
approaches under the same genetic models when the
underlying disease variants are genotyped. Because the
interaction effects are more significant, the power advan-
tage of the PLS approach is further increased in this case
(data not shown).

**APPLICATION: A STUDY OF AKT1, AKT2, AND RISK OF ENDOMETRIAL CANCER**

Cancer of the endometrium is the most common
gynecologic malignancy and accounts for 6% of all cancers
in women. Estimated new cases and deaths from
endometrial cancer in the United States in 2007 are
39,080 and 7,400, respectively. Estrogen replacement
therapy (ERT) in menopause and obesity are the principal
risk factors for endometrial cancer [Kaaks et al., 2002; Pike
and Ross, 2000]. Although only a small proportion of
women using ERT or with obesity will develop endome-
trial cancer, little is known about genetic susceptibility to
the disease.

We have conducted a genetic study of endometrial
cancer within the WHI, a prospective study of over 90,000
postmenopausal women. This study has investigated
several candidate genes, including AKT1 (MIM164730) and
AKT2 (MIM164731), in 246 endometrial cancer cases and
688 controls. AKT1 and AKT2 are members of the
AKT family, which is relevant to tumorigenesis because of
its effect on anti-apoptosis and cell proliferation [Altomare
and Testa, 2005]. The AKT1 and AKT2 genes have been
localized to human chromosome 14, band q32, and
chromosome 19, band q13, respectively. Also available is
body mass index (BMI) for each participant in the study.
To illustrate the method proposed here, we applied
different approaches to detect the association of the AKT1
and AKT2 genes with endometrial cancer by taking gene-
environment interaction (interaction between these two
genes and BMI) into account. In this study, seven and six
tag-SNPs are genotyped for AKT1 and AKT2, respectively.
The frequencies of the minor SNP alleles range from 0.04
to 0.45. Table II presents the \(P\)-values and number of
degrees of freedom for the different multi-locus analysis
approaches to detect association of these two candidate
genes with endometrial cancer. From this table, we can see
that the main-effect test and other approaches fail to detect

**TABLE II. The \(P\)-values of different approach in testing AKT1 and AKT2 associated with endometrial cancer by taking their interactions with BMI into account**

<table>
<thead>
<tr>
<th></th>
<th>AKT1</th>
<th>AKT2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>d.f.</td>
<td>(P)-value</td>
</tr>
<tr>
<td>Main</td>
<td>7</td>
<td>0.083</td>
</tr>
<tr>
<td>PC</td>
<td>8</td>
<td>0.097</td>
</tr>
<tr>
<td>Tukey</td>
<td>8</td>
<td>0.058</td>
</tr>
<tr>
<td>PLS</td>
<td>8</td>
<td>0.042</td>
</tr>
</tbody>
</table>
association between AKT1 and endometrial cancer, suggesting that the marginal effects of SNPs in AKT1 may be small. The PLS approach suggests that AKT1 is associated with endometrial cancer susceptibility at the significance level 0.05, although the interaction effect itself between the latent variable of the AKT1 gene and BMI is not significant (the estimated regression coefficient of the interaction term between the latent variable of the AKT1 gene and BMI is $-0.08376; p = 0.075$). All tests, except PC, show significant association between AKT2 and cancer, for which the new PLS method tends to show slightly stronger evidence of association than the other approaches. The estimated regression coefficient of the interaction term between the latent variable of the AKT2 gene and BMI in the PLS model is 0.167 ($p = 0.007$). These results provide an example of how we can improve the power of detecting association by appropriately modeling an interaction, even when the interaction term itself is not statistically significant. The results also suggest that the proposed method may outperform other approaches in certain circumstances, which is consistent with what we observed in the simulation studies.

**DISCUSSION**

Modeling gene-gene and gene-environment interactions cannot only improve the power for detecting association of genetic markers with diseases, but also be useful for understanding the underlying mechanisms of diseases. However, the prevailing analysis strategy for genetic association studies still follows a locus-by-locus strategy. One major reason for this is the lack of powerful approaches. Although a conventional logistic regression can be readily applied, a large number of parameters have to be used in modeling all possible pairs of SNPs, even for only candidate genes and, as shown in our simulations, this could lead to an unsuccessful test.

In this paper, we have proposed a new approach to model gene-gene and gene-environment interactions when multiple SNPs are genotyped in a gene. This approach is similar to the procedure based on Tukey’s 1 df model in that we shrink multiple SNPs into a single latent variable to capture the useful information. Because only 1 df is involved in modeling the interaction, this approach has least cost in power when the true genetic model is purely multiplicative. When the underlying genetic model is an interaction model in which the effect of a causal variant depends on the genotypes of another variant, this approach potentially has a major power advantage over a procedure that does not take interactions into account, because, although the marginal effect of the causal variant can be small, there may be large effects within each genotype group of the other variant.

An alternative approach to shrink SNPs in modeling gene-gene or gene-environment interactions follows a two-stage procedure in which SNPs that meet some threshold in a test at the first analysis phase are subsequently followed up for modeling interactions. The selection of SNPs may be simply based on a test to examine the correlation between SNPs and the phenotype, which relies on the existence of non-negligible marginal effects [Evans et al., 2006; Marchini et al., 2005]. Millstein et al. [2006] have described another alternative method: first select SNPs based on a test for the significance of correlations in pair-wise SNPs. However, the correlation test is usually less efficient than the marginal effect test when non-negligible marginal effects exist. The usefulness of these two approaches may vary for different underlying genetic models. Moreover, it is not clear how to choose the threshold for selection in this two-stage procedure. The method proposed here and the procedure based on Tukey’s 1-df model take a “soft” shrinkage approach in which SNPs are given different weights, so that the threshold does not need to be specified in advance.

Our approach is different from the procedure based on Tukey’s 1-df model in that in our procedure the shrinkage of multiple SNPs relies on both the marginal effects of SNPs and the association between the two genes, or between the gene and the environment factor, in the sample. Because of the use of both sources of information, our method is likely to be more powerful, as shown by our simulations. In an extreme gene-gene interaction example, in which a causal variant has opposite effects according to different genotypes of the other variants, so that marginal effects of neither variant exist, the proposed approach can work well because the cross-locus GD is still useful to obtain an informative latent component. However, the non-additive effect of the causal variant introduced by the gene-gene interaction in this case is non-removable in Tukey’s model, so that the procedure based on Tukey’s model would not have good power to detect such association. Another advantage of our procedure is that the interaction between two genes can be directly tested by applying a standard logistic regression, but how to test the non-additive effect is not obvious in the procedure based on Tukey’s model.

The major assumption of our approach is that the two genes are independent in the population. When this assumption is true, we have shown that the interaction effect can introduce GD between SNPs in the two genes and, more importantly, the magnitude of the association depends on the LD between the SNPs and the causal variants (Equation (5)). So it is reasonable to give larger weights to SNPs that have stronger association with SNPs in another gene (or environmental factors) to improve power. However, when background association due to various other genetic effects exists, it can mask the association introduced by the interaction effects and therefore the magnitude of the association does not reflect the LD between the SNP marker and the causal variant. In this case, these weights might not be optimal in terms of power, although the test based on this approach can still keep good control of the type I error rate. It may be useful to estimate shrinkage means of the genotype values to remove the “background” association [Wang et al., 2007]. Another limitation of our approach, as with all other approaches to model interactions, is that the efficiency to detect interactions decreases rapidly with decreasing LD between the marker and the causal variants. Without a satisfactory coverage of SNPs, the gain in power of the proposed method tends to be small, even in a purely epistatic model, although it does not lead to a significant decrease in power. To successfully detect association of genes that have no, or small, marginal effects, denser markers are desirable than for a design to detect marginal effects.

Our approach can handle any number of SNPs in a gene, but it may not be wise to blindly apply this approach to a
large number of SNPs because accumulated noise from unrelated SNPs could mask any real association. Before applying this method, it is useful to first examine the LD pattern of the gene. When SNPs tend to be in different LD blocks, one component may not be enough to capture all the information. One may consider applying this approach to each block, or using more than one component in modeling interactions.

In summary, we have proposed an approach to improve the power of detecting association by taking gene-gene and gene-environment interaction into account. We demonstrated that this approach has more power than several other approaches, in both our simulations and an application study. The proposed approach focuses on pair-wise interactions. However, multiple genes and environmental factors can be involved in the pathways of complex diseases. Further work is necessary to extend our current approach to efficiently model interactions among several genes.
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