Circumventing Multiple Testing:
A Multilocus Monte Carlo Approach to Testing for Association
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Advances in marker technology have made a dense marker map a reality. If each marker is considered separately, and separate tests for association with a disease gene are performed, then multiple testing becomes an issue. A common solution uses a Bonferroni correction to account for multiple tests performed. However, with dense marker maps, neighboring markers are tightly linked and may have associated alleles; thus tests at nearby marker loci may not be independent. When alleles at different marker loci are associated, the Bonferroni correction may lead to a conservative test, and hence a power loss. As an alternative, for tests of association that use family data, we propose a Monte Carlo procedure that provides a global assessment of significance. We examine the case of tightly linked markers with varying amounts of association between them. Using computer simulations, we study a family-based test for association (the transmission/disequilibrium test), and compare its power when either the Bonferroni or Monte Carlo
procedure is used to determine significance. Our results show that when the alleles at different marker loci are not associated, using either procedure results in tests with similar power. However, when alleles at linked markers are associated, the test using the Monte Carlo procedure is more powerful than the test using the Bonferroni procedure. This proposed Monte Carlo procedure can be applied whenever it is suspected that markers examined have high amounts of association, or as a general approach to ensure appropriate significance levels and optimal power. Genet. Epidemiol. 19:18–29, 2000. © 2000 Wiley-Liss, Inc.
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INTRODUCTION

Current molecular techniques have advanced to such a level that it is possible to genotype individuals at several hundred loci spaced throughout the genome. Genome scans of this density are used to identify regions that are linked to a disease. However, often these regions are too large to make a detailed molecular examination of the entire region feasible. One strategy for narrowing a candidate region is to carry out an association study using more densely spaced markers that saturate the region. A dense map with 2,227 single nucleotide polymorphisms (SNP’s) is already available [Wang et al., 1998]. It is anticipated that within 18 months a standard set of 100,000 SNP’s will exist [Marshall, 1998] making association testing across the whole genome feasible. In either scenario, a dense set of markers is used to test for association between each of the marker alleles and the disease, and multiple testing occurs. The alleles at tightly linked marker loci may themselves be associated and, therefore, the tests conducted at each locus may not be independent, making a Bonferroni correction overly conservative.

Studies to identify the association between marker and disease alleles can be designed to collect either population-based case-control data or simplex family data (i.e., a mother, father, and an affected child). A population-based case-control design is prone to false positives caused by inappropriately matched cases and controls, which can occur if, for example, the population is stratified. Family-based studies avoid this problem, but parental data may be difficult to obtain, especially for late-onset diseases. Whichever design is selected, tests for association are conducted at multiple marker loci and this multiple testing must be accounted for when reporting results.

In this paper we focus on simplex family data. We do not assume that haplotypes are known, but we do assume that a full set of genotypic information is available for each family, i.e., all markers are genotyped for all members of each family. For these data it is reasonable to use the transmission/disequilibrium test (TDT) [Spielman et al., 1993] to test for association, and thus we will focus on this test. However, the methodology developed here is more widely applicable.

METHODS

Transmission/Disequilibrium Test

The TDT was introduced by Spielman et al. [1993] as a test for linkage, in the presence of association, between a single biallelic marker and a disease locus in
nuclear families. For families with at least one affected child, this test compares the number of times that a parent, heterozygous at the marker locus, transmits a particular allele to an affected child, to the number of times that a heterozygous parent does not transmit that allele to an affected child. When these numbers are significantly different, the null hypothesis of no linkage is rejected. If one affected child from each family is used, then the TDT is also a valid test for association. The TDT has been extended to allow for multiallelic markers [Spielman and Ewens, 1996; Sham and Curtis, 1995; Kaplan et al., 1997]; however, the application of the TDT to multiple linked marker loci has not been fully addressed.

Suppose we wish to test for association at each of \( l \) closely linked marker loci in a sample of simplex families. When testing at many loci, the null hypothesis can be defined in two alternate ways. Let \( H_{01} \) be the null hypothesis of no association between alleles at any of the marker loci and a disease allele. Let \( H_{02} \) be the null hypothesis of no association between any haplotype and a disease allele. For example, suppose we have two markers \( M, N \) with alleles \( M_1, M_2 \) and \( N_1, N_2 \) and disease locus \( D \) with alleles \( D_1, D_2 \). Under \( H_{01} \), \( \Pr(M_i|D_r) = \Pr(M_i) \) and \( \Pr(N_j|D_r) = \Pr(N_j) \) for all \( i,j,r \). Alternatively, under \( H_{02} \), \( \Pr(M_iN_j|D_r) = \Pr(M_iN_j) \) for all \( i,j,r \). If the haplotypes are not associated with a disease allele, then the individual marker alleles are also not associated with the disease allele and so \( H_{02} \) implies \( H_{01} \). However, there are cases where the individual marker alleles may not be associated with the disease allele but the haplotypes are associated with the disease allele; therefore, \( H_{01} \) does not imply \( H_{02} \).

When examining a number of markers it is natural to conduct the test at each marker locus individually and to look at the smallest \( P \) value first. The type I error \( \alpha_T \) is the experimentwise type I error. Such an error occurs if at least one of the single-marker tests is significant and the null hypothesis is true. It is this experimentwise type I error that we want to control. If the test statistics have the same asymptotic distribution under the null (which would occur when all markers are biallelic as in the case of SNP’s), then the test for detecting linkage based on the minimum \( P \) value is equivalent to the test based on the maximum value of the test statistics. In this paper, we examine only biallelic markers; therefore, we study the maximum TDT statistic [Spielman et al., 1993] which we denote by \( \text{TDT}_{\text{MAX}} \). If each of the tests are independent then the distribution of \( \text{TDT}_{\text{MAX}} \) can be defined explicitly as the maximum order statistic, and the experimentwise type I error can be easily controlled. The maximum order statistic for a series of \( l \) statistics that are independent and identically distributed has a distribution of

\[
if_c(x)[F_c(x)]^{l-1},
\]

where \( f_c(x) \) is the probability density function and \( F_c(x) \) is the cumulative distribution function [Casella and Berger, 1990]. This formulation assumes independence between the individual statistics. The assumption of independence is the issue in this paper. Therefore, we will not pursue the specific distribution of the maximum order statistic but rather will examine closely the independence assumption.

Defining the distribution of the maximum when the tests are correlated is not straightforward. If the markers are loosely linked, then Spielman and Ewens [1996] suggest that the tests are independent. In the Appendix we show that if there is no
association between marker alleles, the tests are independent under $H_{02}$, but will be correlated if there is association between alleles at the marker loci.

**Bonferroni Procedure**

It has been suggested that it is appropriate to use a standard Bonferroni correction to control the experimentwise level when applying the TDT at multiple marker loci [Spielman and Ewens, 1996; Risch and Merikangas, 1996]. A Bonferroni correction means that each single marker test is conducted at level $\alpha = \alpha_T/l$, which guarantees an experimentwise type I error of at most $\alpha_T$. This correction was developed as a conservative approach to controlling experimentwise type I error and becomes increasingly conservative as tests become more correlated. This conservativeness can lead to a loss of power. For example, in the case of a two marker-two allele system, when the alleles at the two marker loci are completely correlated only two haplotypes exist (of a possible four haplotypes), and the test statistics for each locus will be identical. In this case, the Bonferroni correction results in an experimentwise type I error of $\alpha_T/2$, rather than the desired type I error of $\alpha_T$. To illustrate the impact of over-conservativeness, we calculated the power of the test statistic using a Bonferroni correction for two, three, or ten identical tests (each with a known chi-squared distribution under the null hypothesis) for specific noncentrality parameters $\lambda$, and with $\alpha_T = 0.05$ (Table I). Comparing the power of the test at $\alpha_T = 0.05$ to the power of the test at $\alpha_T/2$, $\alpha_T/3$ and $\alpha_T/10$ clearly shows that using the Bonferroni procedure can result in a substantial loss of power. However, as the noncentrality parameter $\lambda$ increases, this difference is less marked when power approaches unity. This indicates that inappropriate use of the Bonferroni procedure will have the most impact in cases where the power is moderate.

**Monte Carlo Procedure**

Ideally we would like the experimentwise significance level of the test to be $\alpha_T$, without being overly conservative, in order to increase the power of our test. To achieve this goal we propose a Monte Carlo procedure to determine significance. This procedure guarantees the correct experimentwise level, regardless of dependencies between the individual tests, and regardless of assumptions about the asymptotic properties of the TDT at individual marker loci. The Monte Carlo procedure we describe gives the empirical distribution of $TDT_{\text{MAX}}$ under the null hypothesis $H_{02}$, taking into account the fact that we have calculated $l$ statistics and chosen the maximum. If the alleles at linked markers are not associated with each other, then the result in the Appendix shows that the tests are independent under $H_{02}$, and the empirical distribution of $TDT_{\text{MAX}}$ estimated using the Monte Carlo procedure will give

<table>
<thead>
<tr>
<th>Significance level</th>
<th>Power ($\lambda = 3.96$)</th>
<th>Power ($\lambda = 5.24$)</th>
<th>Power ($\lambda = 10.94$)</th>
<th>Power ($\lambda = 15.16$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_T = 0.05$</td>
<td>0.51</td>
<td>0.63</td>
<td>0.91</td>
<td>0.97</td>
</tr>
<tr>
<td>$\alpha_T/2 = 0.025$</td>
<td>0.40</td>
<td>0.52</td>
<td>0.86</td>
<td>0.95</td>
</tr>
<tr>
<td>$\alpha_T/3 = 0.017$</td>
<td>0.34</td>
<td>0.49</td>
<td>0.82</td>
<td>0.93</td>
</tr>
<tr>
<td>$\alpha_T/10 = 0.005$</td>
<td>0.17</td>
<td>0.30</td>
<td>0.69</td>
<td>0.86</td>
</tr>
</tbody>
</table>
results similar to the Bonferroni procedure. While we examine this procedure for the specific case of the TDT, it is broadly applicable and can be used in any simplex-family-based test.

The procedure is analogous to the Monte Carlo test for the TDT at a single marker proposed by Kaplan et al. [1997]. In that procedure, the pair of alleles transmitted to an affected child and the pair not transmitted are considered. When there is no association between alleles at the marker locus and alleles at the disease locus, then either pair is equally likely to have been transmitted. This means that the labels “transmitted” and “not transmitted” can be permuted for each affected child in the sample, thereby generating the empirical sampling distribution of the data under the null hypothesis of no association between the alleles at the marker locus and the alleles at the disease locus. Similarly, for a collection of loci, there is a set of alleles across all loci that is transmitted by the parents and a set of alleles across all loci that is not transmitted by the parents. In this case, under the null hypothesis \( H_0 \), the labels “transmitted” and “not transmitted” can be permuted for the sets of alleles, and this is the basis of the multilocus Monte Carlo procedure we propose. This multilocus approach will take into account any correlations between marker loci. The steps for this multilocus Monte Carlo procedure are as follows:

1. Calculate \( TDT_{\text{MAX}} \).
2. For each family, permute the “transmitted” and “not transmitted” labels randomly.
3. Calculate \( TDT_{\text{MAX}} \) for the permuted data.
4. If \( TDT_{\text{MAX}} \) for the permuted data is larger than the value of \( TDT_{\text{MAX}} \) from the original data, count 1; otherwise count 0.
5. Repeat steps 2, 3 and 4 \( k \) times.
6. Estimate the p-value by \( \hat{p} \), the total count from step 4 divided by the total number of shuffles \( k \).
7. Reject the null hypothesis if \( \hat{p} \leq \alpha_f \).

In the above procedure, we permuted the labels “transmitted” and “not transmitted” for the sets of marker alleles. However, this is not the only valid permutation procedure to test the null hypothesis \( H_0 \). If we knew marker haplotypes in the child, then the maternal haplotype that is transmitted could be permuted with the maternal haplotype that is not transmitted, and the paternal haplotype could be separately permuted. Such a permutation procedure has been suggested by Lazzeroni and Lange [1998]. Permuting the haplotypes instead of the set of marker alleles may be more powerful in some cases, as additional information is retained by the permutation procedure. However, it depends upon knowing the phase across multiple loci. When both parents and the child are heterozygous at two loci, the phase of the parental haplotypes transmitted is unknown, and thus a permutation procedure dependent upon knowing the haplotype phase would be limiting.

Two-Marker Simulations

For the model to be analytically tractable we adopted the assumptions of Knapp et al. [1993]: no selection or mutation and random mating (and hence Hardy-Weinberg equilibrium) at marker and disease loci. We simulated haplotype frequencies for two
biallelic markers allowing for association between alleles at the marker loci. We assumed no recombination between the markers within the nuclear family, since in a second round genome scan, with closely spaced markers, recombination between markers will be rare. In addition, it is in this scenario of no recombination between markers and association between alleles at marker loci that the difference between the power of the test using the Bonferroni procedure compared to the Monte Carlo procedure will be most noticeable. The disease locus had the same properties for all simulations: two alleles with the disease allele having frequency 0.01, recessive with penetrance 0.99, and no phenocopies. Each marker locus was completely linked to the disease. Association between alleles at each marker locus and the disease allele was defined in terms of $I^*$ where

$$I^*_{MD} = \sum_i \frac{[Pr(M_i|\text{affected}) - Pr(M_i|\text{unaffected})]^2}{Pr(M_i|\text{affected}) + Pr(M_i|\text{unaffected})}$$

(Kaplan et al., 1997).

Varying degrees of association between alleles at the markers were simulated. Association between alleles at the markers was defined as the departure from frequencies expected under independence. If two markers ($M, N$) are independent, then $Pr(M_iN_j) = Pr(M_i)Pr(N_j)$ for all $i$ and $j$. Thus departure from independence (linkage disequilibrium) can be measured by

$$C_{MN} = \sum_i \sum_j \frac{(Pr(M_iN_j) - Pr(M_i)Pr(N_j))^2}{Pr(M_i)Pr(N_j)}.$$  \hspace{1cm} (3)

When the alleles at the two marker loci are completely associated, $C_{MN} = 1$, and when the alleles at the two marker loci are completely unassociated, $C_{MN} = 0$.

We generated 100 simplex families where parental data were simulated conditional upon having a single affected offspring. This sampling strategy mimics the sampling done in reality. To estimate the power, we simulated data under alternative hypotheses, with association between at least one marker allele and the disease allele to generate haplotype association, and then applied $TDT_{\text{MAX}}$. In the Bonferroni procedure, we compared the value of $TDT_{\text{MAX}}$ to a critical value from a $\chi^2_k$ distribution with a significance level of $\alpha_f/l$. For computational convenience, in the Monte Carlo procedure the evaluation of significance was based upon the procedure described above with $k = 599$. We repeated this data simulation and evaluation 100,000 times and estimated the power of the test by the proportion of times the test statistic rejected the null hypothesis $H_{02}$ at $\alpha_f = 0.05$.

**Ten-Marker Simulation**

In order to explore power differences between the Bonferroni procedure and the Monte Carlo procedure under a more realistic circumstance, we also simulated ten tightly linked marker loci and a single disease locus. We used a neutral coalescent process to simulate haplotype data for eleven loci spaced 0.1 cM apart [Simonsen and Churchill, 1997; Kaplan and Hudson, 1985; Hudson, 1983]. The coalescent model uses a Markov chain process to simulate an ancestral relationship among haplotypes.
for each locus. If there is no recombination \((\theta = 0)\) among linked loci, then the ancestral relationship at these loci will be identical. Recombination among linked loci will cause the ancestral relationship to vary; however, linkage \((0 < \theta < \frac{1}{2})\) between loci will cause the ancestral relationships to be correlated as a function of recombination rate and population size. Details of this simulation procedure are given by Simonsen and Churchill [1997]. Once the ancestral relationships have been simulated, marker and disease types are assigned to the single common ancestor of all the haplotypes, and a mutational process is used to generate the present-day polymorphism among haplotypes. We constrained the mutational process to generate ten biallelic markers with frequencies between 0.25 and 0.75. The disease locus was also assumed to be biallelic, with frequency between 0.10 and 0.15, and was positioned in the center of the markers. The sample consisted of 2,000 haplotypes, of which 200–300 carried the disease allele for each simulation. The coalescent simulation was performed under the assumption of constant population size (50,000) and no selective effects.

To construct family data we simulated a recessive model where sampling of affected individuals is a criterion for sampling the family, as in Kaplan et al. [1997]. We identified all haplotypes carrying a disease allele, and, to allow for phenocopies, we replaced 5% of the disease haplotypes with non-disease haplotypes. We then sampled 200 times with replacement from this pool of haplotypes to construct 100 affected children. Each parent was then determined by pairing a single haplotype from the child with a second haplotype chosen at random from the complete set of 2,000 haplotypes. In this way, a sample of 100 families with genotypes for affected children and both parents was constructed. Once the familial data were simulated we then calculated the \(TDT_{\text{MAX}}\) statistic and determined significance at \(\alpha = 0.05\) according to the Bonferroni procedure and the Monte Carlo procedure and estimated the power of the two procedures. To estimate power, the simulation was performed 9,600 times, including generating the haplotypes and constructing the families.

RESULTS

The powers of the tests for the Monte Carlo procedure and the Bonferroni procedure depend in a complex way on the amount of association between alleles at marker loci and between alleles at marker and disease loci. Even for two marker loci and a single disease locus there is no straightforward way to predict the powers of the tests for the two procedures from the values of \(C_{\text{MN}}, I_{\text{MD}},\) and \(I_{\text{ND}}\). Hence, to examine the difference between the power of the test for the two procedures we considered several different numerical examples. In Table II four basic patterns of values for \(C_{\text{MN}}, I_{\text{MD}},\) and \(I_{\text{ND}}\) are described. In case 1, \(I_{\text{MD}}\) and \(I_{\text{ND}}\) are both fixed at 0.0198 and different values of \(C_{\text{MN}}\) are examined, showing that the difference in power decreases as \(C_{\text{MN}}\) decreases. Case 2 is similar to case 1, except with \(I_{\text{MD}} = I_{\text{ND}} = 0.0262\), demonstrating that the pattern of results for case 1 hold for different fixed values of \(I_{\text{MD}} = I_{\text{ND}}\). Case 3 represents the limiting case of complete linkage disequilibrium between markers. In case 3, \(C_{\text{MN}} = 1\) and different values of \(I_{\text{MD}} = I_{\text{ND}}\) are examined. Taken with the \(C_{\text{MN}} = 1\) examples from cases 1 and 2, these results show that the largest power difference occurs with the maximum level of association. These powers closely correspond to the theoretical power of the two procedures predicted
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in Table I, where the noncentrality parameter \( \lambda \) given in Table I is equal to \( 2nI^* \), with \( n \) the number of simplex families [Kaplan et al., 1997]. Note that when \( CMN = 1 \), \( IMD \) and \( IND \) must be equal. In case 4 we examine various cases where \( IMD \neq IND \) for different values of \( CMN \).

All the results in Table II show that the power of the test using the Monte Carlo procedure is always at least as large as the power of the test using the Bonferroni procedure. The percent gain in power depends primarily on the amount of linkage disequilibrium between alleles at the marker loci \( CMN \). If there is relatively little disequilibrium between marker alleles, the powers of the tests for the two procedures are similar, regardless of the levels of association between the marker and disease alleles \( IMD \) and \( IND \). As the association between alleles at the marker loci increases, with \( IMD = IND \) and held constant, the difference in the powers of the tests for the two procedures increases with the maximum power difference occurring when \( CMN = 1 \). As the \( IMD = IND \) value increases the overall value of the powers of the tests increases, and the difference between the powers of the tests using the two procedures decreases because the power curves will converge to 1. The power curves also converge when \( CMN \) is small regardless of the values of \( IMD, IND \). For example, when \( CMN \leq 0.30 \) the difference in the power is negligible. Case 4 illustrates that the percent gain in power can be large even when \( CMN < 1 \). Power difference is also important when power is small. In case 4 where \( CMN = 0.938, IMD = 0.00013, IND = 0.00011 \) the Bonferroni procedure has power less than the nominal alpha level of 0.05 even though there is positive association between the markers and the disease, while the Monte Carlo procedure has power of 0.0616.

The powers of the tests for the two procedures depend upon \( CMN, IMD, IND \),

<table>
<thead>
<tr>
<th>Case</th>
<th>( CMN )</th>
<th>( IMD )</th>
<th>( IND )</th>
<th>( \text{power}_B )</th>
<th>( \text{power}_MC )</th>
<th>Difference</th>
<th>Percent gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.0198</td>
<td>0.0198</td>
<td>0.40</td>
<td>0.50</td>
<td>0.10</td>
<td>25.0</td>
</tr>
<tr>
<td></td>
<td>0.637</td>
<td>0.0198</td>
<td>0.0198</td>
<td>0.50</td>
<td>0.53</td>
<td>0.03</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>0.355</td>
<td>0.0198</td>
<td>0.0198</td>
<td>0.54</td>
<td>0.56</td>
<td>0.02</td>
<td>3.7</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.0262</td>
<td>0.0262</td>
<td>0.52</td>
<td>0.62</td>
<td>0.10</td>
<td>19.2</td>
</tr>
<tr>
<td></td>
<td>0.896</td>
<td>0.0262</td>
<td>0.0262</td>
<td>0.57</td>
<td>0.63</td>
<td>0.06</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>0.217</td>
<td>0.0262</td>
<td>0.0262</td>
<td>0.69</td>
<td>0.69</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.0386</td>
<td>0.0386</td>
<td>0.70</td>
<td>0.79</td>
<td>0.09</td>
<td>12.9</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.0547</td>
<td>0.0547</td>
<td>0.87</td>
<td>0.92</td>
<td>0.05</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.0758</td>
<td>0.0758</td>
<td>0.97</td>
<td>0.99</td>
<td>0.02</td>
<td>2.1</td>
</tr>
<tr>
<td>4</td>
<td>0.938</td>
<td>0.000113</td>
<td>0.000111</td>
<td>0.0392</td>
<td>0.0616</td>
<td>0.0224</td>
<td>57.1</td>
</tr>
<tr>
<td></td>
<td>0.917</td>
<td>0.000580</td>
<td>0.000881</td>
<td>0.123</td>
<td>0.17</td>
<td>0.047</td>
<td>38.2</td>
</tr>
<tr>
<td></td>
<td>0.870</td>
<td>0.000782</td>
<td>0.00123</td>
<td>0.156</td>
<td>0.201</td>
<td>0.045</td>
<td>28.8</td>
</tr>
<tr>
<td></td>
<td>0.821</td>
<td>0.00039</td>
<td>0.000209</td>
<td>0.111</td>
<td>0.138</td>
<td>0.027</td>
<td>24.3</td>
</tr>
<tr>
<td></td>
<td>0.904</td>
<td>0.00956</td>
<td>0.0132</td>
<td>0.273</td>
<td>0.336</td>
<td>0.063</td>
<td>23.1</td>
</tr>
<tr>
<td></td>
<td>0.908</td>
<td>0.00146</td>
<td>0.00116</td>
<td>0.309</td>
<td>0.369</td>
<td>0.06</td>
<td>19.4</td>
</tr>
<tr>
<td></td>
<td>0.911</td>
<td>0.00258</td>
<td>0.00120</td>
<td>0.44</td>
<td>0.50</td>
<td>0.06</td>
<td>13.6</td>
</tr>
<tr>
<td></td>
<td>0.865</td>
<td>0.000775</td>
<td>0.0210</td>
<td>0.428</td>
<td>0.481</td>
<td>0.053</td>
<td>12.4</td>
</tr>
</tbody>
</table>

*The levels of association between the marker and disease alleles are \( IMD \) and \( IND \). The power for \( TDT_{MAX} \) with the Bonferroni procedure is \( \text{power}_B \), and with the Monte Carlo procedure is \( \text{power}_MC \). The next column shows the absolute difference in the power. The last column shows the percent power gained by the Monte Carlo procedure. These results are for 100 simplex families with complete genotypic information with \( \alpha_T = 0.05 \) and 100,000 iterations.
and the haplotype frequencies in a complex way. Similar values of $C_{MN}$, $I_{MD}^*$, $I_{ND}^*$ can result from very different haplotype frequencies. In Table III, we give two examples where $I_{MD}^* = I_{ND}^* = 0.0198$. In Example 1 where $C_{MN} = 0.355$, the power of the Monte Carlo procedure is 0.54, the power of the Bonferroni procedure is 0.56, and the difference is 0.02. In Example 2 $C_{MN} = 0.38$ and the power of the Monte Carlo procedure is 0.73, the power of the Bonferroni procedure is 0.75, and the difference is 0.02. While the values of the powers are quite different, the difference in the power remains similar because the difference in the power is strongly influenced by $C_{MN}$.

The addition of a third marker locus increases the complexity of the situation. In addition to three pairwise measures of association between the marker alleles, there is also a global measure of association between the marker alleles. In general, the results for three markers and a single disease locus are similar to the findings for two loci: namely the largest difference in power occurs when there are high levels of association between marker alleles (results not shown).

In order to see what the difference in the power might be for a more realistic situation where association between markers was not controlled but was allowed to evolve as a consequence of recombination, we constructed a multimarker simulation using coalescent theory. Using the Bonferroni procedure gave an estimated power of 0.57 (95% CI = [0.56, 0.58]), whereas the Monte Carlo procedure gave an estimated power of 0.64 (95% CI = [0.63, 0.65]). The difference in power is much less than the theoretical maximum suggested in Table I, but is nonetheless a statistically significant difference.

**DISCUSSION**

Using a Monte Carlo procedure to determine significance guarantees the appropriate experimentwise type I error $\alpha_f$ and can increase the power of the test using $TDT_{MAX}$ compared to using the Bonferroni procedure. When the test statistics for each locus are correlated under $H_{02}$, which occurs when there is association between marker alleles, using the Monte Carlo procedure can have more power than using the Bonferroni procedure. When the test statistics are not correlated under $H_{02}$, the

<table>
<thead>
<tr>
<th>Example 1: 0.355</th>
<th>Example 2: 0.380</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr($M_1N_1</td>
<td>D_1$)</td>
</tr>
<tr>
<td>Pr($M_1N_1</td>
<td>D_2$)</td>
</tr>
<tr>
<td>Pr($M_1N_2</td>
<td>D_1$)</td>
</tr>
<tr>
<td>Pr($M_1N_2</td>
<td>D_2$)</td>
</tr>
<tr>
<td>Pr($M_2N_1</td>
<td>D_1$)</td>
</tr>
<tr>
<td>Pr($M_2N_1</td>
<td>D_2$)</td>
</tr>
<tr>
<td>Pr($M_2N_2</td>
<td>D_2$)</td>
</tr>
</tbody>
</table>

*In example 1, the power of the Monte Carlo procedure is 0.54 while the power of the Bonferroni procedure is 0.56. In example 2, the power of the Monte Carlo procedure is 0.73, while the power of the Bonferroni procedure is 0.75. $D_1$ indicates the disease allele and $D_2$ indicates the non-disease allele.
powers of the tests for the two procedures is similar. Thus, using the Monte Carlo procedure may be more powerful, and will never be less powerful than the Bonferroni procedure.

The Monte Carlo procedure we describe is easily executable. Only the individual locus information is needed in order to determine the empirical distribution of $TDT_{\text{MAX}}$; haplotype information is not necessary. In fact, since each test is conducted at an individual marker locus, the haplotype information is ignored. Thus, the test lacks power to detect the case where haplotypes are associated with a disease allele but individual marker alleles are not associated with the disease allele.

The Bonferroni procedure relies on the convergence of each single marker test to a chi-squared distribution. If for any reason the single marker test does not converge to a chi-square distribution, then the principles behind the Bonferroni procedure will not compensate for this error. On the other hand, the Monte Carlo procedure determines an empirical distribution of the $TDT_{\text{MAX}}$ statistic, and does not rely on asymptotics. Thus, the failure of any single marker test to converge may invalidate the Bonferroni procedure, whereas the Monte Carlo procedure has no such limitation. In order to avoid relying on asymptotics, single marker significance levels may be determined using a Monte Carlo procedure as described in Kaplan et al. [1997]. The results of these single marker tests can then be combined with a Bonferroni procedure. However, if the Monte Carlo procedure is performed at each locus, then using the multilocus Monte Carlo procedure to determine overall significance requires very little additional computation.

The Monte Carlo approach described in this paper can be applied to other statistics measuring association, e.g., the HHRR (or AFBAC) [Terwilliger and Ott, 1992; Thomson, 1995], the Sib-TDT [Spielman and Ewens, 1998], or the population based case-control test. In addition, the Monte Carlo procedure can be applied to other summary statistics such as the sum of all individual tests. The powers of these and other tests under different genetic models remains a topic for future study. Although we focused on testing for association in simplex families, the Monte Carlo procedure described could be used in conjunction with tests for association that use multiple affected siblings, for example, the test proposed by Martin et al. [1997].

Another benefit of the procedure described is that it allows easily accessible sequential testing. Often the scientist wishes to know not only if the maximum is significant but whether the next largest statistic is also significant. The procedure proposed will generate a vector of $P$ values for all the order statistics. However, we would caution that if multiple order statistics are examined, the 0.05 criteria for the maximum will no longer be appropriate.

The Monte Carlo procedure described in this paper can also be applied to whole genome scans if a significant amount of association between marker alleles is suspected as with the old order Amish or Finnish populations. For loosely linked maps, e.g., a density of 5–10 cM, the association between marker alleles is expected to be minimal, and the difference between the two procedures would be negligible. In this case, the recommendation of Spielman and Ewens [1996] to use the Bonferroni procedure is appropriate [Martin et al., 1997]. For genetic maps with as small a density as suggested by Risch and Merikangis [1996], and Wang et al. [1998] it is likely that there will be association between alleles at neighboring marker loci and using the Monte Carlo procedure will result in a more powerful test.
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APPENDIX

We show that under $H_{02}$, the TDT statistics at two tightly linked markers will be independent if the marker alleles are not associated. To simplify the discussion, we assume that the marker and disease loci are biallelic and that the marker loci are completely linked.

Consider two markers M and N, with alleles indexed $M_i$ and $N_i$. Let $P_{M_{ij}}$ be the probability that allele $M_i$ was transmitted to an affected child and $M_j$ was not. The TDT statistic at marker $M$ depends on the transmission probability conditional on the parental genotypes, which we can write as

$$Q_{M_{ij}} = \frac{P_{M_{ij}}}{P_{M_{ij}} + P_{M_{ij}}.}$$

If there is no association between alleles at the marker locus and the disease locus, then whether a marker allele is transmitted or not transmitted does not depend on the marker allele; a parent will transmit either of its alleles with equal probability. Therefore, $P_{M_{ij}} = P_{M_{ij}}$, and so $P_{M_{ij}} = \frac{1}{2}$. The same is true for marker $N$.

Considering markers $M$ and $N$ together, let $P_{M_{ij},N_{ij}}$ be the joint probability that marker alleles $M_i$ and $N_i$ are transmitted and $M_j$ and $N_j$ are not transmitted. The joint distribution of the TDT statistics at both markers depends on the joint transmission probability conditional on the parental genotypes, which we write as

$$Q_{M_{ij},N_{ij}} = \frac{P_{M_{ij},N_{ij}}}{P_{M_{ij},N_{ij}} + P_{M_{ij},N_{ij}} + P_{M_{ij},N_{ij}} + P_{M_{ij},N_{ij}}}. \quad (4)$$

The parental genotypes for two markers are comprised of two haplotypes with a particular (but unknown) phase. When $H_{02}$ is true, then the transmission probability of a haplotype does not depend on the allele types. Therefore,

$$P_{M_{ij},N_{ij}} = P_{M_{ij},N_{ij}} \quad \text{and} \quad P_{M_{ij},N_{ij}} = P_{M_{ij},N_{ij}}. \quad (5)$$

Let $Pr(M_{ij},N_{ij})$ represent the population frequency of the genotype comprised of those two haplotypes, with phase as shown. If there is no association between marker alleles, then each phase is equally likely. That is

$$Pr(M_{ij},N_{ij}) = Pr(M_{ij},N_{ij}). \quad (6)$$
for all \(i, j, i', j'\). Furthermore, under \(H_{02}\), the transmission probabilities only depend on the population genotype frequencies. Hence for all \(i, j, i', j'\)

\[
    p_{M_{ij},N_{ij}'} = \frac{Pr(M_{ij}N_{ij}'), M_{ij}N_{ij}'}{2}
\]

(7)

Combining (1)-(4) shows that \(Q_{M_{ij},N_{ij}'} = \frac{1}{4}\), and so \(Q_{M_{ij},N_{ij}'} = Q_{M_{ij}N_{ij}'}\), showing that the tests are independent when \(H_{02}\) is true and the marker alleles are not associated. Finally, if the tests are independent, i.e., \(Q_{M_{ij},N_{ij}'} = \frac{1}{4}\), then it follows from (3), (4), and (6) that (5) must be true, showing that for linked markers the tests are independent under \(H_{02}\) if the alleles at the two markers are not associated.
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