Status of text-mining techniques applied to biomedical text
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Scientific progress is increasingly based on knowledge and information. Knowledge is now recognized as the driver of productivity and economic growth, leading to a new focus on the role of information in the decision-making process. Most scientific knowledge is registered in publications and other unstructured representations that make it difficult to use and to integrate the information with other sources (e.g. biological databases). Making a computer understand human language has proven to be a complex achievement, but there are techniques capable of detecting, distinguishing and extracting a limited number of different classes of facts. In the biomedical field, extracting information has specific problems: complex and ever-changing nomenclature (especially genes and proteins) and the limited representation of domain knowledge.

Effective knowledge management will be a key element for the success of the biotechnology and pharmaceutical industry in the years to come. Independent of the problem under study, revision and exploration of the knowledge already acquired is necessary for every researcher. The extensive use of high-throughput technologies, such as yeast-two hybrid-based methods, DNA expression arrays and mass spectrometry, generates massive amounts of data that in turn require efficient information retrieval before any analysis is attempted.

Scientific literature is a pivotal element in this knowledge management process because it is the largest and still the most reliable source of biomedical information. Technological advances and professional competition have contributed to the large volume of scientific articles, making it impossible for researchers to keep up with the literature.

Text mining (computer-executed automatic processing of large quantities of text) offers an interesting solution to that problem because it can reduce the time spent by researchers on reviewing the literature, by significantly covering many more scientific articles than those normally reviewed. This review will introduce some of the problems and challenges of text mining, and focus on those that are more frequently encountered in the application of these technologies.

The analysis of human language

The theoretical analysis of human language started long before the use of computers but has gained a lot of attention through research activities in computational linguistics (Box 1). Early natural language understanding systems like SHRDLU [1], dating back to the late 1960s, allowed interaction using English terms to manipulate a 3D world simulated by the system. SHRDLU not only understood instructions given by the user in its (restricted) vocabulary, but also possessed memory, could answer questions about the past and learn new facts (in its world). This was a powerful demonstration of artificial intelligence (AI), but led to excessive optimism that was soon lost when other systems attempted to deal with real-world ambiguity and complexity.

Natural language understanding has been referred to as an AI-complete problem, in analogy to NP (nondeterministic polynomial time)-completeness in complexity theory, which states that the difficulty of the computational problem is equivalent to designing a computer that is as intelligent as a human being [2]. It became evident over the past few decades that truly understanding human language requires extensive knowledge, not only about the language itself, but also about the surrounding world.
Box 1
Glossary and definitions

Acronym. Abbreviations formed from the initial letter or letters of words, such as NATO (North Atlantic Treaty Organization) and HTML (Hyper Text Markup Language) with notable exceptions, such as XML, which stands for Extensible Markup Language.

Anaphora. An anaphora is part of an expression referring to another part. For example, in ‘the monkey took the banana and ate it’; ‘it’ refers to the banana.

Annotation. Extra information associated with a particular point in a document or other piece of information is called annotation. In the field of linguistics, annotations add information about the linguistic form of a particular text fragment. In this review, we use the term ‘annotation’ as reference to any information automatically added by a program – or manually by a domain expert – about specific named entities that appear in the text, or facts that were detected, such as interactions between proteins.

Computational linguistics. Computational linguistics is an interdisciplinary field dealing with the statistical and logical modelling of natural language from a computational perspective. Computational linguistics draws upon the involvement of linguists, computer scientists and professional experts in artificial intelligence, and cognitive psychologists and logicians, among others.

Co-occurrence. Co-occurrence is an event or situation that happens at the same time as, or in connection with, another. In the context of text analysis, two entities are said to co-occur if they appear together in the same piece of text, such as a sentence or a paragraph.

Disambiguation. In computational linguistics, word-sense disambiguation is the problem of determining in which sense a word with several distinct meanings is used in a given sentence. For example, consider the word ‘bass’, two distinct senses of which are a type of fish or tones of low frequency. And the sentences: ‘The bass part of the song is very moving.’ and ‘I went fishing for some sea bass’.

Domain knowledge. In general, domain knowledge is the acquired comprehension valid and directly used for a preselected domain by a human, or an autonomous computer system. An expert’s domain knowledge is usually informal and ill-structured, and has to be transformed and encoded in computer programs and active data; for example, in a set of rules in knowledge bases, by knowledge engineers.

Linguistics. Broadly defined, linguistics is the scientific study of human language, and a linguist is someone who engages in this study.

Ontology. In information science, ontology is the product of an attempt to formulate an exhaustive and rigorous conceptual schema about a domain. This domain does not have to be the complete knowledge of that topic, but purely a field of interest decided upon by the creator of the ontology. Ontology is typically – but not necessarily – a hierarchical data structure containing all the relevant entities, and their relationships and rules within that domain. However, many existing cases of ontology use this definition with much less stringency, and are regarded to be shallow representations of the entities they define and the relations that exist between them, without guaranteeing complete consistency.

Parsing. Parsing is a process based on analyzing a sentence or string of symbols in a specific language, to determine its grammatical structure, with regards to a given formal grammar. A parser usually takes a lexical-analyzer-produced sequence of tokens as input, and afterwards builds a parse tree based on those tokens.

Recall. The term precision is used to mean the proportion of relevant documents from all results retrieved. ‘How many of the things I consider to be true are actually true.’ P = true positives ÷ (true positives + false positives).

Recall. Recall refers to the proportion of retrieved documents, out of all relevant results available. ‘How much of the true things do I find.’ R = true positives ÷ (true positives + false negatives).

Stemming. A stemmer is a program or algorithm that determines the morphological root of a given inflected – or sometimes derived – word form. For example, a stemmer for English should identify the string ‘cats’ (and possibly ‘calllike’, ‘catty’, etc.) as based on the root ‘cat’, and the words ‘stemmer’, ‘stemming’, ‘stemmed’ as based on ‘stem’.

Synonym. Synonyms are different words or phrases with similar or identical meanings.

Syntax. Syntax is the study of the rules, or ‘patterned relations’ that govern the way the words come together in a sentence. It relates to how different words (which are categorized as nouns, adjectives, verbs, etc.) are combined into clauses that, in turn, are joined to form sentences.

Token. A token is a primitive block of a structured text. Tokens are usually words – white spaces are usually ignored – but sometimes they are important and, therefore, tokenized. Tokenizing is frequently just the first step of interpreting text. Parsing follows tokenizing.

Nowadays, natural language processing (NLP) (Box 2) is a widely used term that does not imply a real understanding of language.

Finding the meaning of a sentence is complicated because of the ambiguity problem [3, 4] – there are often several different possible meanings (e.g. in the phrase ‘helicopter powered by human flies’).

Many cases of ambiguity occur during speech recognition, syntactic and semantic analysis, and have to be resolved to provide a correct interpretation of an utterance. This ambiguity is largely resolved using contextual or general knowledge.

Lexical ambiguities

Lexical ambiguity is also called part of speech or category ambiguity. This problem arises because words can have more than one lexical class (e.g. ‘bank’ can be a verb or a noun).

Consider these two phrases [3]:

‘Flying planes are dangerous.’

‘Flying planes is dangerous.’

In the first sentence, ‘flying’ is an adjective (it is part of the noun phrase flying planes) and in the second, it is a verb. This ambiguity can be resolved by syntactical knowledge checking the subject-verb agreement. Similarly, consider ‘bear left at zoo’ – do you turn left when you get to the zoo, or did someone leave a bear there?

In a scientific context, consider:

(i) ‘Somatosensory stimuli have complex timing relationships and are of long duration.’

(ii) ‘In humans, telomeres are protected by shelterin, a complex of six proteins.’

(iii) ‘Organic fractions extracted from digested sludge demonstrated a greater capacity to complex metals over mixed liquor extracts.’

These examples from biomedical journals show how the word ‘complex’ can be used as (i) an adjective, (ii) a noun and (iii) a verb.

Owing to lexical ambiguity, lexical tagging involves several automatic analyses and the recognition of grammatical context.
BOX 2

Text mining overview:

Text mining, also known as intelligent text analysis, text-data mining or knowledge-discovery in text, generally refers to the extraction process of interesting and nontrivial information and knowledge, where an unstructured text is the source. The following is a (non-exhaustive) list of areas that belong or are related to text mining; the list is ordered alphabetically [93].

Document clustering and classification. When a set of documents is retrieved, these techniques organize the results into smaller groups, with the objective of assigning a specific document to one or more categories based on its contents. Document classification tasks can be divided into two types: supervised document classification, where some external mechanism (such as human feedback) provides information on the correct classification of documents, and unsupervised document classification, cases in which the classification must be carried out entirely without reference to external information.

Information extraction (IE). IE is a type of information retrieval whose goal is the automatic detection of assertions of restricted classes of facts, in a structured or semistructured form, from unstructured machine-readable documents. A typical application of IE is to scan a set of documents written in a natural language and to populate a database with the extracted information. Note that only restricted classes of facts are dealt with because IE does not claim to extract all the facts contained in a piece of text; it focuses on the retrieval of a predefined set of facts.

Information retrieval (IR). IR is a way of looking for information in documents, searching for documents themselves, for metadata that describe documents or for searches within databases, with the aim of finding text, sound, images or data. The task mainly consists of information retrieval from a larger set of documents that best matches a given query (in general determined as a list of words).

Name entity recognition (NER). NER is a subtask of information extraction that seeks to locate and classify single elements of the text into predefined categories, such as the names of persons, organizations, locations, expressions of times, quantities, monetary values, percentages, and so forth.

Natural language processing (NLP). NLP is a subfield of artificial intelligence and linguistics. It studies the problems inherent to the processing, manipulation and understanding of natural language, and is devoted to making computers ‘understand’ statements previously written in human languages.

Question-answering (QA). QA is a type of IR and is sometimes regarded as the next step beyond current search engine technologies. Given a collection of documents, the system should be able to retrieve answers to (simple) questions posed in natural language.

Visualization. Visualization is not usually seen as part of text mining. But owing to the fact that – in most situations – users have to deal with large amounts of (text) data, and also the frequent complexity found in navigating through results, most systems have to provide new ways of visualizing the results, to allow the user to exploit them efficiently. Practical application of information visualization in computer programs involves selecting, transforming and representing abstract data in a form that enables human interaction for exploration and understanding. The interactivity and dynamics of the visual representation are important aspects of information visualization. Strong techniques enable the user to modify the visualization in real time, thus affording unparalleled perception of patterns and structural relations in the abstract data in question.

Syntactic ambiguities

Syntactic (or structural) ambiguity is a property of sentences, which can be parsed in more than one way. For example:

‘The students eat spaghetti with a fork.’
‘The students eat spaghetti with ketchup.’

In the first sentence, ‘with a fork’ is attached to the students whereas in the second sentence, ‘with ketchup’ is attached to the spaghetti. This results in different interpretations and therefore structural differences in the parse tree that is used to represent the syntactic analysis of a sentence. This specific problem is called prepositional phrase (PP) attachment in the research literature (see the classic paper by Brill and Resnik [6]).

Syntactic ambiguity can be captured by returning several parse trees. In later processing steps, the correct tree has to be selected, applying semantic knowledge that would, for example, define spaghetti as food, fork as a tool and ketchup as a condiment. This knowledge has to be coded into software so that these sentences can be correctly analyzed on the syntactic level. The existing knowledge about similar objects like knives, ravioli or cheese would have to be encoded too, to analyze similar sentences.

In ‘the cow was found by a stream by a farmer’, the ambiguity is introduced by the different meanings of ‘by’, which in the first case refers to a physical location (the cow was located near a stream) and in the second case indicates how something is done (the farmer found the cow).

Here are two examples from biomedical documents:

‘These data also suggest that AFB1 binds preferentially to DNA with an alternating G-C sequence compared to DNA with a sequence of contiguous Gs or Cs.’
‘GMPPCP binds to tubulin with a low affinity relative to GTP or GDP.’

These examples show one possible case of syntactic ambiguity. In the first sentence, the prepositional phrase introduced by ‘with’ should be attached to the previous noun phrase (‘DNA’). In the second sentence, the prepositional phrase should be attached to the noun phrase before the verb ‘bind’ (‘CMPPCP’), and not to ‘tubulin’. This ambiguity can only be resolved by knowing that G-C sequences are DNA characteristics and that low affinity is an attribute of a binding event.

Some advances have been made to learn this knowledge from the literature directly and to detect semantically related words by measuring the similarity of the surrounding contexts. These approaches could, for example, relate ‘beer’ and ‘wine’, because both of them appear in the context with words like ‘drink’, ‘people’, ‘bottle’ or ‘make’ [7–10]. Other approaches involve manual engineering of the knowledge domain, leading to more consistent and reliable models, but it are generally limited to very narrow domains or common English [11].

In the biomedical field, ontologies (Box 1) have been widely used for the structured organization of domain specific knowledge. A large number of medically oriented ontologies are summarized in the unified medical language system (UMLS [12]), maintained at
the US National Library of Medicine (www.ncbi.nlm.nih.gov). The UMLS is a controlled compendium of many vocabularies, providing a mapping structure between them. The ‘Metathesaurus’ forms the base of the UMLS and it is made up of over a million biomedical concepts and 5 million concept names, all of which are from over 100 controlled vocabularies and classification systems used in patient records, bibliographies, administrative health data and full-text databases. The Metathesaurus is organized by concept or meaning, and each concept has specific attributes that define the meaning. Identical or almost identical concepts are linked together with hierarchical context from the different vocabularies, and relationships between the concepts are explained and represented.

In biology, the gene ontology (GO, www.geneontology.org) has become very popular in recent years [13]. The GO is composed of three related ontologies covering basic areas of biological research: the molecular function of gene products, their role in biological processes and their physical structure as cellular components. Each ontology is constructed as a directed acyclic graph. The GO now contains over 17,000 terms referring to a wide variety of biological organisms. There is a significant body of literature on the development and use of the GO, and it has become a standard tool in the bioinformatics arsenal.

Despite these advances, we are far from computationally modelling human knowledge on a large enough scale for computers to ‘understand’ it.

Semantic ambiguities
Semantics covers the interpretation of the meaning of an utterance, as opposed to syntax, which describes the formal structure of an expression (Box 1). Semantic ambiguity refers to the problem of interpreting the meaning of a sentence and arises if words can have different meanings (e.g. ‘bank’ can refer to a river bank, a financial institution or the building where the financial institution is located [14]).

In these examples:
To seed/grow coffee;
To harvest/roast coffee;
To drink coffee.

‘Coffee’ can refer to a plant, its original grain or its derived commercial product. The verbs employed in these sentences modify the meaning of the object. This kind of ambiguity can only be resolved if the world knowledge is encoded into the system by specifying the semantic features for each item in the lexical index.

In ‘I went to the bank to talk about a mortgage’, knowledge about the meaning of ‘mortgage’ is needed to know that ‘bank’ means a financial institution and not a river bank.

In ‘The normal, scrapie, and CJD isoforms of scrapie-associated proteins share common epitopes with varying degrees of interspecies homology’, CJD is a protein.

However, in ‘In addition, we examined normal human brain and brain tissues from patients with CJD, kuru, Alzheimer’s disease, and idiopathic chronic encephalitis’, CJD means Creutzfeldt–Jacob disease. Knowledge about the context of the sentences (i.e. the words ‘isoforms’ in the first and ‘patient’ and ‘disease’ in the second) can be used to resolve these ambiguities.

Semantic ambiguities are best handled using a ‘vague’ representation language for sentence meaning. A computer parser could solve these ambiguities by specifying the semantic features of each item in the lexical entry (for a general overview see [3,15]).

Implications of ambiguity in language
Because of the ambiguities in natural languages, an immense amount of knowledge needs to be encoded in computer readable forms, thus letting computers ‘understand’ and correctly interpret human language. As mentioned before, this has not been achieved beyond fairly restricted systems. Therefore, NLP systems have to come up with approximations and are restricted to specific areas where limited domain knowledge (Box 1) can be built into the system.

Extracting information from text
As already pointed out, the limitations of natural language understanding are tied to the knowledge that can be encoded into a computer. Representing the entire knowledge available to a human in computer readable form is, at least at this time, not realistic. But the extraction of a restricted set of facts from a limited knowledge domain is possible today, and advances in different directions have been made.

Named entity recognition
Named entity recognition (NER) is a prerequisite of information extraction (Box 2) and aims to locate and classify tokens (Box 1) in text into predefined categories (e.g. the names of people, organizations and locations, and expressions of times, quantities, monetary values, percentages, etc.). In the biomedical sector, the majority of existing works have been focused on the detection of genes and proteins and less attention has been paid to chemical compounds, diseases and general biomedical terms. The ambiguity of language itself and the constant changes and advances in the biomedical nomenclature leave us with this difficult task that, nevertheless, is the basis for a successful extraction of information.

Simplification of the NLP problem: information extraction
It can be postulated that we will not be able to mimic the knowledge of a typical human being with a computer – at least not in the near future. A more realistic goal is the extraction of specific information in a well-defined and restricted domain. This is done by information extraction systems.

Information extraction (IE) is a technology based on the analysis of natural language used to extract clearly defined pieces of information. The systems often apply rules, patterns, frames or templates (these are just synonymous terms used by different authors but they basically refer to the same principle) to locate the information in the text. The produced structured output is either directly displayed for the user or stored in a database for further analysis. Typically, only parts of a text are relevant, and out of a relevant sentence often only a part contains the significant information. Most IE systems analyze texts in a sequential process with increasing complexity, which usually includes the following steps: lexical and morphological processing; recognition and classification of named entities; parsing of larger syntactic constituents; resolution of anaphora (Box 1); and the ultimate extraction of domain-relevant events and relationships from the text.

The core of an IE system consists of rules that are used to extract specific information. There are two basic approaches to the design
of these rules. They can be classified into a knowledge engineering approach and an automatic training approach. The knowledge engineering approach is characterized by the manual development of these rules by a knowledge engineer. This role is often assumed by linguists, who know how to express the rules, complemented either with the help of a domain expert or with an annotated corpus of domain-relevant texts. An automatically trained system requires a relatively large corpus of training text that is already annotated for the wanted knowledge domain. The respective rules are learned from these examples (for a good introduction to IE see [16]).

Traditionally biomedical IE systems are based on knowledge engineering but in recent years we have seen some advances in acquiring them automatically. Language is not only ambiguous but also very flexible, and therefore it is possible to express the same (or very similar) facts in very different ways.

Consider the following examples of protein–protein interaction:
- Protein X is activated by protein Y;
- Protein X is phosphorylated by protein Y;
- Protein Y phosphorolyses protein X;
- Protein Y regulates protein X;
- Under Z conditions we observed an increased affinity of protein X to protein Y;
- Protein X/protein Y activation was reported.

This is only a small subset of ways of describing protein interactions, and we would already need a handful of rules to cover this example. The more linguistic parameters are considered (e.g. the part of speech of the words), the more rules are necessary to extract the desired information and this task quickly becomes overwhelming.

Developing the rules manually is an intensive and difficult process because knowledge about the IE system and the domain is needed. Automatic systems generally suffer from sparse training data, because many examples are needed if the system is expected to generate reliable rules. Furthermore, these systems are limited in scope because each new question needs to go through the steps of engineering the rules or annotating training corpora again. The limited set of rules available to an IE system typically covers only the most frequent appearances and can not extract large amount of information if the rules do not fit.

**Text mining applications for biomedical research**

Text mining was first applied to the biological research area in the late 1990s. Owing to the complexity of the biomedical nomenclature and the importance of detecting genes and proteins as a basic building block for information extraction systems, this task has awakened considerable interest. Although many biologically interesting applications exist, most information extraction systems have focused on the detection of protein–protein interactions, and less work has been done in other fields.

**Biomedical named entity recognition**

A prerequisite for indexing and retrieving relevant documents and information from the literature is the successful identification of biomedical terms [called ‘named entity recognition’ (NER) applied to the specific domain at hand]. Based on the complexities of a dynamically changing biomedical terminology, term identification has been recognized as the current bottleneck in text mining.

Consequently term identification has become an important research topic in natural language processing.

Dictionaries containing the vocabulary used in the domain are an important source for NER. When combining information from EntrezGene and UniProt [17] 32,777 genes are found with a total of 168,952 different names in the human genome alone. This would result in 5.2 synonyms per gene (Box 1). Of these, 4,930 names are ambiguous because they refer to more than one gene.

Errors in these steps can lead to problems in later processes. Jensen et al. [18] reported that ~40% of the errors in extracted gene networks resulted from incorrectly detected gene names, due to abbreviations or words misinterpreted as gene symbols. The main reason (85% of cases) for missed interactions was that genes were overlooked by the system.

**Processes involved in the detection of biomedical entities**

Named entity (NE) detection and classification tries to find items of interest in a text and to classify them into predefined categories, such as gene, protein or chemical compound, in the biomedical domain. In these cases, the challenge lies in the determination of start and end boundaries of the names and assignment to the correct class.

Disambiguation requires the determination of the specific identity of the detected entities and the mapping to the unique concept to which they refer (e.g. unique identifiers of a database like EntrezGene) (Box 1). This process is also known as term normalization. Because of the ambiguities in the biomedical nomenclature, the system needs to distinguish between different meanings of the names.

These problems are obviously related, seeing that one can not address the disambiguation without having first detected the entities in the text. The detection of gene and protein names was one of the first text mining tasks to be addressed in the biomedical field [19–22]. The detection of other biological entities, like chemical substances [23] or diseases [24–27], has attracted much less attention. There was also much less variety because most systems [28–30] were developed using the framework of the GENIA project [31] from the University of Tokyo, or based on the UMLS.

Human language in general – and biomedical nomenclature in particular – show ambiguities, and the detected entities have to be normalized and associated with a specific biological object. For example, the name ‘alcohol dehydrogenase’ is a valid synonym for 111 different fly genes and the gene symbol PAP can refer to the following different human genes (symbols and names, according to EntrezGene): PAPOLA or poly(A) polymerase α; MRPS30 or mitochondrial ribosomal protein S30; REG3A or regenerating islet-derived 3 α (also know as pancreatitis-associated protein); PDAP1 or PDGFA associated protein 1; TUSC2 or tumor suppressor candidate 2; DDEF1 or development and differentiation enhancing factor 1; DDEF2 or development and differentiation enhancing factor 2; and ACPP or acid phosphatase, prostate.

A text token like PAP needs to be disambiguated before the system can proceed with any higher-level analysis steps [32–34]. Table 1 shows some occurrences of PAP citing different genes.
Because of the challenges of biomedical entity disambiguation, very little work has been done to address this problem. Applications not related to gene names have mostly focused on disambiguating general medical terms in the UMLS [35–37]. Gene name disambiguation has gained considerable interest over the last years and several interesting solutions have been proposed [29,30,38–41].

**Acronym resolution**

An additional problem of the biomedical literature is the abundance of acronyms (Box 1) and abbreviations. Because of their limited length, these acronyms are very often identical to gene symbols, and increase the already existing ambiguity of the gene nomenclature. A system not only has to distinguish different genes with identical names, but also has to detect if a likely gene name refers to a completely different entity. There is evidence of cell lines and viruses often having identical names as genes [42], and 80% of the abbreviations defined in the UMLS have ambiguous occurrences in Medline [43].

SCT, for example, is the official gene symbol for the human gene secretin. On the other hand, most documents in Medline citing the term ‘SCT’ can openly refer to more than 100 different meanings like ‘stem cell transplant’, ‘salmon calcinotic’ or ‘stair climbing test’ (see the Biomedical Acronym Resolver, http://invention.swmed.edu/argh). The reason for this is the introduction of acronyms to abbreviate complex terms without checking if these acronyms overlap with the gene nomenclature. For a human reader this would be no problem, but an automatic system has to apply specific methods to resolve this dilemma.

Several approaches have been proposed to automatically extract acronyms from the literature [44–47]. We found very few cases where efforts in acronym extraction and gene name disambiguation have been joined [48], and we expect that the performance of gene name disambiguation will improve once these two approaches are integrated.

**System performance**

There has been an increasing amount of work on text mining from the literature, but it is currently difficult to compare the systems because they use different datasets and perform different tasks. In the past, evaluations have been very useful to evaluate text-mining systems under controlled conditions and to monitor progress over time (www.itl.nist.gov/iaui/894.02/related_projects/muc). The BioCreative (critical assessment of information extraction in biology) assessment [49–51] provided a systematic evaluation for a set of biological text mining tasks. We will restrict the discussion to the job that covered the detection of gene and protein names (named entity detection and classification [52–54]) and the disambiguation problem of gene and protein names (disambiguation or normalization [55–58]).

The authors describe several typical problems that the participants encountered, such as tokenization errors (definition of word boundaries), inconsistent and noisy training data and complex gene nomenclatures with extensive ambiguity, overlap of gene names with English terms, and complex multiword names. Nevertheless, named entity detection and classification systems achieved F measures of over 0.80. The F measure is the harmonic mean of recall and precision (Box 1) and the achieved value is only somewhat lower than figures known from the news wire domain. The result of the disambiguation task was heavily dependent on the analyzed organism. The results were very good for yeast and of poorer quality for fly and mouse. This can be explained, at least in part, by the simpler yeast nomenclature and the fact that authors seem to respect the established standard. The overall impression is that there is still some room for improvement, but tools for automated gene name identification and normalization are becoming ready to be incorporated as building blocks in other text mining systems.

Similarly, the BioCreative assessment in the Text REtrieval Conference (TREC; http://trec.nist.gov/) is an ongoing series of workshops focusing on a list of different information retrieval (IR, see Box 2) research areas, or ‘tracks’. The goal of the genomics track is to study the retrieval of genomic data, not just gene sequences but also supporting documentation, such as research papers and laboratory reports [59].

**Extraction of biomedical information**

Because of the challenges arising from building and maintaining IE systems, these actions have been applied to a limited set of facts, and the most notable successes are the extraction of protein–protein interactions and gene regulation events. The detection of protein interactions in Medline abstracts was the first applications of IE technologies to in this field [60]. The early systems used regular expression-based patterns [60–62], whereas later systems applied sentence parsers and several different grammar formalisms [63–69].

Much less attention has been paid to the extraction of other facts. It is difficult to define clear boundaries between the different systems, but some patterns emerge. The following applications are published so far: extraction of information about functional
aspects of genes and proteins [70–72], an algorithm to detect relationships to drugs [21], and several medical applications [73–76].

In the past few years, systems that implement automatic training have found their way into the biological domain but applications have so far been limited to protein–protein interactions [77]. During the recent LLL05 (Learning Language in Logic) challenge, some interesting results were shown [78].

The LLL05 task was to learn rules to extract protein–gene interactions in the form of relations from biological text, using machine-learning methods. The best systems yielded precision and recall values of around 50%, which is relatively high compared with similar challenges on event or relation extraction. But the test data were probably carefully selected with the aim of keeping the underlying biological models simple, and richly annotated training data by domain experts is needed for these methods to work satisfactorily.

**Co-occurrence based text mining**

The ambiguities of natural language and their great flexibility leads NLP systems to focus on very specific problems in the biomedical domain, namely protein interactions as well as a small number of other applications. Instead of trying to solve the rather challenging problem of understanding the meaning of specific sentences, co-occurrence-based NLP methods (Box 1) propose a radically different approach. The information extraction is done by looking at word or term distributions, or by analyzing the information content of different passages.

One can, for example, observe the co-occurrence of biological entities in sentences or paragraphs and calculate how unlikely it is to observe a certain level of co-occurrences by chance. The more unlikely the observed event, the stronger the relation between the entities is valued by the system. Using this approximation, gene association networks can be created, not specifying the precise relationships between the genes but organizing the lit-

## Table 2

<table>
<thead>
<tr>
<th>Stem of word</th>
<th>Words belonging to the stem</th>
<th>Frequency</th>
<th>Relevance score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>apo</td>
<td>0.77</td>
<td>1079.8</td>
</tr>
<tr>
<td>2</td>
<td>apolipoprotein</td>
<td>0.86</td>
<td>1079.2</td>
</tr>
<tr>
<td>3</td>
<td>epsilon4</td>
<td>0.16</td>
<td>836.9</td>
</tr>
<tr>
<td>4</td>
<td>apoe4</td>
<td>0.09</td>
<td>637.6</td>
</tr>
<tr>
<td>5</td>
<td>e4</td>
<td>0.11</td>
<td>409.9</td>
</tr>
<tr>
<td>6</td>
<td>alzheimer's</td>
<td>0.81</td>
<td>379.0</td>
</tr>
<tr>
<td>7</td>
<td>genotyp</td>
<td>0.40</td>
<td>294.6</td>
</tr>
<tr>
<td>8</td>
<td>allel</td>
<td>0.45</td>
<td>291.2</td>
</tr>
<tr>
<td>9</td>
<td>ad</td>
<td>0.27</td>
<td>268.6</td>
</tr>
<tr>
<td>10</td>
<td>lipoprotein</td>
<td>0.32</td>
<td>246.7</td>
</tr>
<tr>
<td>11</td>
<td>epsilon</td>
<td>0.13</td>
<td>208.4</td>
</tr>
<tr>
<td>12</td>
<td>amyloid</td>
<td>0.15</td>
<td>187.8</td>
</tr>
<tr>
<td>13</td>
<td>alzheimer</td>
<td>0.09</td>
<td>174.2</td>
</tr>
<tr>
<td>14</td>
<td>ldl</td>
<td>0.16</td>
<td>169.0</td>
</tr>
<tr>
<td>15</td>
<td>cholesterol</td>
<td>0.07</td>
<td>169.0</td>
</tr>
<tr>
<td>16</td>
<td>polymorph</td>
<td>0.27</td>
<td>164.2</td>
</tr>
<tr>
<td>17</td>
<td>high density</td>
<td>0.12</td>
<td>143.6</td>
</tr>
<tr>
<td>18</td>
<td>high density</td>
<td>0.13</td>
<td>135.5</td>
</tr>
<tr>
<td>19</td>
<td>triglyceride</td>
<td>0.13</td>
<td>125.9</td>
</tr>
<tr>
<td>20</td>
<td>lipid</td>
<td>0.24</td>
<td>107.5</td>
</tr>
<tr>
<td>21</td>
<td>atherosclerosis</td>
<td>0.09</td>
<td>82.0</td>
</tr>
<tr>
<td>22</td>
<td>plaquing</td>
<td>0.08</td>
<td>74.3</td>
</tr>
</tbody>
</table>

*a At the time of analysis, there were 5181 documents for this gene in our database. The table shows the root of the term (produced by stemming), the list of words it corresponds to, the frequency of the word in the document set (fraction of the 5181 documents where the word appears) and the relevance score calculated by the system.
in a way that makes exploration a lot easier [18,79]. In a similar way, keywords can be extracted from a set of documents that guide the user and are the basis for a scoring scheme, which allows the interactive sorting of sentences and documents by the user. [80]

Linguistic analysis is too narrow for applications with a broad scope, so statistical methods can produce very useful results. In the biomedical domain, these methods have been used in problems like the data analysis of DNA arrays [81–84], gene clustering based on function similarity [85,86], extraction of functional information for genes and proteins [87–90], improving remote homology searching [91] and prediction of genes related to certain diseases [92].

Table 2 shows the typical results that systems based on statistical methods can achieve. The first 25 of the extracted keywords for the gene ACHE (an Acetylcholinesterase that is known to be implicated in disease processes related to neurodegenerative diseases) are listed. The keywords serve as a summary of the themes covered in relation with the gene ACHE and are the basis for the scoring of sentences and documents (Table 3).

The visualization (Box 2) of co-occurrence networks illustrates complex relationships between large numbers of elements. Figure 1 shows how two genes are related to Alzheimer’s disease (the Acetylcholinesterase, ACHE, and the Apolipoprotein E, APOE) based on their associations with chemical substances. This type of visualization shows the ‘big picture’ that leads to an easy characterization of the relations before going into more details.

Computational linguistics has shown to be extremely valuable for the detection of protein interaction or gene regulation events, however it’s limitation to specific questions and its intensive

<table>
<thead>
<tr>
<th>Rank</th>
<th>Sentences</th>
<th>Relevance score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>In addition, although the combination of cholesterol reduction and apoE expression significantly reduced atherosclerosis, its effects were no greater than with expression of the LDLR or apoE alone.</td>
<td>7096.4</td>
</tr>
<tr>
<td>2</td>
<td>Apolipoprotein E (apoE) polymorphism affects plasma cholesterol and may influence risk of atherosclerosis.</td>
<td>3940.3</td>
</tr>
<tr>
<td>3</td>
<td>Apolipoprotein E (apoE) is a major constituent of plasma lipoprotein that functions in lipid transport and redistribution (reverse cholesterol transport) and probably plays an important role in inhibiting the development and/or progression of atherosclerosis.</td>
<td>3765.0</td>
</tr>
<tr>
<td>4</td>
<td>Apolipoprotein E (apoE) reduces mouse atherosclerosis progression independent of plasma cholesterol level effects.</td>
<td>3591.3</td>
</tr>
<tr>
<td>5</td>
<td>Variation at the apolipoprotein E (apoE) gene locus affects cholesterol concentrations, the risk for atherosclerosis and Alzheimer disease (AD), and is associated with longevity in Caucasians.</td>
<td>3567.5</td>
</tr>
<tr>
<td>6</td>
<td>Effect of macrophage-derived mouse ApoE, human ApoE3-Leiden, and human ApoE2 (Arg158–→Arg158) on cholesterol levels and atherosclerosis in ApoE-deficient mice.</td>
<td>3456.3</td>
</tr>
<tr>
<td>7</td>
<td>Cholesterol efflux from macrophages to apoE has been shown to decrease foam cell formation and prevent atherosclerosis.</td>
<td>3124.7</td>
</tr>
<tr>
<td>8</td>
<td>The effect of monocyte/macrophage-derived wild-type mouse apolipoprotein E (apoE), human apoE3-Leiden, and human apoE2 on serum cholesterol levels and the development of atherosclerosis in apoE-deficient (apoE→→) mice was investigated by using bone marrow transplantation (BMT).</td>
<td>2909.1</td>
</tr>
<tr>
<td>9</td>
<td>The inverse relationship of apoE and HDL cholesterol levels.</td>
<td>2665.6</td>
</tr>
<tr>
<td>10</td>
<td>A small number of proteins have been shown in vitro to be upregulated by cellular cholesterol loading, including apolipoprotein E (apoE) and the recently cloned HDL-binding protein (HBP), but only apoE has been shown to be upregulated in cholesterol-loaded cells in atherosclerosis.</td>
<td>2602.0</td>
</tr>
</tbody>
</table>
customization requirements make the co-occurrence analysis today’s most effective information retrieval solution.

**Conclusion and outlook**

Keeping up with the literature and understanding what has been published is crucial for scientific advancement. However, investigators often have to focus on research and have limited time to spend on literature searches. Although we have argued that computers will not, at least not in the near future, be able to truly understand natural language, text-mining systems have considerably improved. A variety of systems have become available for specific domains that tap into the wealth of information in the literature and help researchers keep up with managing the vast amount of information that is available today.

Some of the key issues pointed out are:

(i) Literature mining is domain-specific for two reasons. First, the objects described are specific for that domain (proteins and diseases in the biomedical domain). Second, the relationships that exist between these entities also tend to be very specific (protein interactions).

(ii) Detection of biological entities. Owing to the complexity of the biomedical nomenclature and its ever-evolving character, much care has to be taken at this step. Acronyms often constitute valid gene names and many genes have the same name, making a correct detection in the text difficult. Text-mining addresses this problem and users should take care to choose systems offering state-of-the-art technology that goes beyond dictionary- or vocabulary-based approaches. The disambiguation and correct classification of the relevant entities appearing in the documents is clearly essential for any information to be extracted later on.

(iii) Computational linguistics versus co-occurrence-based text-mining methods. Because of the complexities of languages, linguistic approaches are limited to restricted domains and customization to a new set of facts is a very labour-intensive task. They are a good choice for the domains that they have been developed for (e.g. protein interactions or genetic interactions) because they provide very precise results and no user intervention is required. However, they are impossible to implement when the questions are not defined beforehand. In this case, statistical methods based on co-occurrences and other measures can be very fast and useful for getting precise information. An additional advantage is that the recovery rates are very high and there is a low risk of missing relevant information.
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